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Executive Summary

The acceptance of Autonomous Vehicles (AVs) in society is largely influenced by perceptions of comfort and a human-like driving experience for the user. AVs, in addition to safety, reliability, and resiliency, need to be able to respond to driver and passenger behaviors, needs, and preferences. These parameters are dynamic and prone to change with time. It is also important to consider other drivers, their perception of the AVs around them, and being able to predict their actions in different scenarios. To address such issues, one is first required to understand how different environmental factors (e.g., weather, traffic density, noise levels, road type, passenger, etc.) impact driver behavior and how this differ among individuals. Studies have shown that environmental factors affect driving behavior. For instance, weather conditions and the presence of a passenger have shown to significantly affect the speed of the driver. Among the important measures of driving behavior are the gaze and head movements of the driver. Such metrics can be used towards understanding the effects of environmental factors on a driver’s behavior in real-time. This research proposal intends to assess the effects of basic environmental factors on driver gaze direction and head movements by comparing and contrasting the differences in each condition, individual differences among people, and the interplay between environmental factors and individual differences. First, a dataset of participants driving in different scenarios is built. Then, participant gaze and head location are automatically detected using the state-of-the-art gaze detection software, OpenFace. Finally, using statistical data analysis, the effect of each factor on gaze and head movements is assessed and discussed among different individuals. The impact of a combination of environmental factors and individual differences on the gaze direction and head movement of the driver are expected to be identified. Results specifically depict the distracting effect of the passenger on some individuals and also portray how highways and city streets can serve as distractions for the driver’s gaze.
1. Introduction

Although Autonomous Vehicles (AV) are improving at a very fast rate, it is predicted that through shared autonomy, humans will be involved in driving decision making for the foreseeable future. Shared autonomy is a promising approach where the human driver is kept in the loop to enhance situational awareness, response time in unsafe conditions, and trust in AV. In principle, AV can act as an expert driver, deferring execution to the human user only in challenging scenarios. However, deferring execution while the human driver is in a sub-optimal state (e.g., stressed, sleepy, intoxicated) can be hazardous. Thus, it is essential for AV to accurately assess and respond to the driver’s state and behavioral changes in real-time and according to each individual driver profile.

The driver’s gaze and head movements can potentially be affected by environmental conditions. These two parameters are significant indications of a driver’s distraction, inattention, and other driving-related behavior (Fletcher & Zelinsky, 2009). Previous studies have shown that the driver’s glance and gaze can be used as a measure in a multi-sensor real-time system for autonomous vehicles (Fridman et al., 2017). The effect of environmental factors (e.g. traffic density, road type, weather conditions, and passenger situation) on the driver’s gaze direction and head movements is important from two major aspects: (1) one could optimize the route selection around the user in a manner that takes into consideration the relevant factors; (2) the relevant factors can also be utilized to predict the state of the driver, specifically when using semi-autonomous vehicles. A working example would involve a trip using an AV with different levels of automation chosen based on weather conditions and the corresponding distraction level of the driver. Such information can be used in AVs to assess whether the driver is attentive. If the pattern of the gaze of the driver does not match the model of his/her gaze in rainy conditions, this could mean that the driver is inattentive on the road. This is important as AVs rely on drivers in the events of failure and efficient collaboration between AVs and the driver is crucial toward achieving a safer and joyful AV experience (Fridman, n.d.). Thus, the vehicle should have an understanding of the current status of the driver as well as how the state of the driver changes in different conditions and the relevant factors responsible for these changes.

In this study, the goal is to understand the effects of three main environmental factors: (1) different weather conditions, (2) road types, and (3) the presence of a passenger on gaze direction, and head movements in a fully naturalistic and longitudinal driving scenario. In comparison to task engagement distractions, such factors can potentially affect the driver unconsciously and influence the driver’s behavioral metrics such as gaze direction. This study specifically targets the research questions below:

1) Can the effects of the three environmental factors (weather condition, road type, and presence of a passenger) on the driver’s gaze be detected automatically?
2) How do these factors affect the gaze direction and head movement of the driver?

3) Are there distinguished differences among individuals in gaze and head movement within different conditions? If so, can statistical models be identified for each driver?
2. Background Study

Studies in the past have extensively considered the problems of estimating drivers’ gaze and head movements (Fletcher & Zelinsky, 2009), their relationships with drivers’ mood and behavior (Fridman et al., 2017); and building systems to warn the driver based on detections from gaze variation (Fridman, n.d.). Estimating gaze in the past has been done using both eye trackers (Lappi et al., 2017) and computer vision techniques (Fletcher et al., 2005; Fridman et al., 2016; Fridman et al., 2015; Vicente et al, 2015). Computer vision methods have used deep learning techniques such as Convolutional Neural Networks (CNNs) to estimate the region of the gaze of the driver (e.g., looking at the road, side, etc.). These studies have indicated that experienced drivers use gaze to obtain a visual preview of the road (Lappi, 2016). Such studies have mostly been concerned with safety issues such as predicting fatigue (Mandal et al., 2016), distraction (Kutila et al., 2007), drowsiness (Park et al., 2016), mental and cognitive workload (Reimer et al., 2018), and driver maneuvers (Lethaus & Rataj, 2007). For instance, it has been observed that drowsy drivers are more likely to look at their laps (Kuo et al., 2018). Another study has attempted to estimate the cognitive load on the driver by only using their glance regions (Reimer et al., 2018). Although some studies have looked at naturalistic scenarios in assessing the gaze direction of the driver (Lappi et al., 2017; Fridman et al., 2016; Fridman et al., 2015), most have been conducted in controlled lab environments using driving simulators. Among recent studies, one observational study indicates that the direction of a driver’s gaze direction follows a pattern that includes seven major laws of human gaze behavior (e.g. repeatable and stereotypical gaze patterns, gaze focused on task-relevant objects, etc.) that have been previously identified by (Lappi et al., 2017; Lappi, 2016). Using the correlation between gaze and driver’s state, many warning systems have been developed to recognize and prevent driver distraction (Fletcher & Zelinsky, 2009; Ahlstrom at al., 2013).

Studies have also depicted the effects of environmental factors such as weather conditions on driving behavior metrics (e.g., speed). The effect of weather and geometric elements on driving behavior has been observed and countermeasures to decrease the effects of adverse weather on highway sections that encounter challenging geometrics have been considered (Shankar et al., 1995). Another study has indicated that the driver’s behavior is impacted by the general observable condition rather than weather forecasts (Kilpeläinen & Summala, 2007). Furthermore, studies have demonstrated the effect of the presence of a passenger on driving behavior with an existing association between the presence of male passengers and risky driving behavior (Simons-Morton et al., 2005). This is supported by (Rhodes et al., 2015) demonstrating the increase in speed in a driving simulator when a simulated passenger is present.
Among the major driving metrics that could potentially be affected by such factors are the driver’s gaze and head movements. As these two parameters can be used towards understanding many of the driver’s states (Vora et al., 2017), it is important to assess the effects of environmental conditions on these two metrics. Studies have considered the effects of environmental factors such as traffic density on the gaze behavior of drivers. A recent study indicated the effect of the traffic situation on an intersection on attention allocation and following accidents, (Werneke & Vollrath, 2012) concluding that a simpler intersection has a greater number of accidents due to attention allocation problems of the gaze of the driver. Another study has depicted the effect of environment on the driver’s eye movement and how the driver attention gradually moves towards the surrounding environment (Arakawa et al., 2006). Recent research has indicated the effects of environmental factors on the driver distraction and its consequences on his/her behavior. Specifically, the study looked at how road geometry affects the driver’s gaze, speed, and steering control. Furthermore, a recent study has shown the effect of driving contexts such as speed, car-following behavior, and oncoming vehicles on eye glance behavior (Tivesten & Dozza, 2014).

Although previous studies have mostly studied gaze behavior at a population level, they did not consider individual differences among people. Human behavior is dynamic and is based on spatial and temporal changes as well as individual attributes such as personality, psychological, and physiological states. As a result, the way drivers are “engaged” or “distracted” can dynamically be influenced by a single or combination of different environmental factors. The extent that each one of these factors can affect a driver’s engagement and distraction can vary on an event-specific situation and the driver’s characteristics. Among the studies that considered individualized differences in driving behaviors in general are (Linkov et al., 2019; Wang et al., 2018; Kong et al., 2013). Such studies have found that personality and attitude are predictors of risky driving (Kong et al., 2013). Furthermore, it has been depicted that extraversion and sensation-seeking are correlated with driving more to the right side of the road and conscientiousness correlates with a lower mean speed (Linkov et al., 2019). With today’s AV technology, it is important that the vehicle not only understand when a driver is distracted but also be supported by models of different drivers with different characteristics and personalities. For instance, it has been shown that passengers can cause a distraction for drivers and affect risk-taking situations by causing peer-pressure (Shepherd et al., 2011). However, these studies do not indicate whether the presence of a passenger affects a driver’s behavior similarly or differently among different individuals? In fact, does that effect follow the same trend in differing cases of being in a country road compared to a city street? Studies have depicted that the peer-pressure effect decreases with age (Møller & Haustein, 2014). Similar to a factor such as age, how does the interplay of environmental factors and individual differences influence our assessment of driving behavior?

Finally, recent improvements in the area of computer vision and machine learning have made it viable to perform many of the manual tasks in understanding human behavior, automatically. It is
Currently feasible to retrieve human facial landmarks, facial units, gaze direction, and even emotional states directly from videos (McDuff et al., 2016; Baltrusaitis, 2018). Using these novel algorithms, we can get more insight into understanding human behavior from facial videos directly, without any interference, in naturalistic conditions. Such technologies are either commercially available (e.g. Affectiva (McDuff et al., 2016), Google Vision API, and Microsoft Azure) or through open-source versions (e.g. OpenFace (Baltrusaitis, 2018)). For our study, OpenFace has been chosen to analyze facial videos of the driver. OpenFace has the ability to assess landmark detection, gaze direction, and perform analyses on videos that include more than one person in the video. It works in real-time scenarios, which makes it a perfect choice for implementing our study in real-time cases (see future work section). More importantly, the gaze estimation using OpenFace does not require any additional hardware. This is beneficial as additional hardware is problematic when considering naturalistic driving scenarios and the limitation that exists within the in-cabin environment. As the codes are all available online, it is further suitable for improvements that align with our specific needs. OpenFace uses Conditional Neural Fields (CLNF) (Baltrusaitis et al., 2013) for facial landmark detection. It has achieved the least error in landmark detection, gaze estimation and head pose estimation benchmarks with an error of 9.96 percent on the MPIIIGAZE dataset (Zhang et al., 2015), which is lower compared to all other available methods.

The effect of basic environmental factors on a driver’s gaze direction and head movements are evaluated in this research by comparing and contrasting the differences in each condition, individual differences among people, and the interplay of environmental factors and individual differences. A dataset of participants driving in different scenarios is built first. Additionally, the gaze and head location are automatically detected using the state-of-the-art gaze detection software, OpenFace. Finally, using statistical analysis, the effect of each factor on gaze and head movements is assessed and discussed among different individuals.
3. Data Collection and Setup

A naturalistic driving study platform consisting of facial and road camera, wearable watches, and car CAN bus data logger was developed for this study. The overall view of the system is shown in Figure 1. This paper presents and discusses the results of the cameras outputs with respect to gaze and head movements.

3.1 Devices

In our platform, we have used a Vantrue N2 dual dash camera for collecting the road and facial videos. This camera was used as it could handle up to 256 GB of a video recording which is equal to almost 25 hours of collecting videos. On average, this is equal to two weeks of the driving scenario for a participant who drives 1.5 hours per day. A Samsung 256 GB SD card was used to store the videos in the camera. The camera has an internal clock that timestamps every video. The camera’s LCD was set to turn off after one minute to decrease the distraction of the driver and the Hawthorn effect. Hawthorn effect refers to the awareness of participants being studied and how this influences the research outcome (Stand, 2000).

3.2 Participants

For the pilot study, we have recruited nine participants including six males and three females. The subjects were provided informed consent prior to the study as required by the California State University Long Beach’s Institutional Review Board for Social and Behavioral Research (IRB-SBS). The cameras were placed in the participant’s cars and they have been recorded for 4 weeks of driving until now. Once every two weeks, the data was unloaded from participants’ car and kept in an encrypted hard drive. The recruitment of the participants and collection of data is an ongoing process. The results of this paper depict the analyzed data to date, which includes six participants, including four males and two females (the data for the other three participants are not yet fully collected).
4. Analysis

From each participant, a joint set of road and facial videos were collected. The road videos were used for assessing the environmental condition in the driving scenario. The environmental conditions included road type, weather conditions, and presence of the passenger. Initially, the videos were manually annotated to be in the categories of road type, weather, and passenger conditions. The road types have been categorized to be in one of the categories of street driving, country roads, two-way two-lane highway, and two-way three-lane highway. The weather conditions have been defined to be in one of the categories of clear, cloudy, and rainy. The passenger condition includes either having a passenger or not. A view of each road types and weather conditions can be viewed in Figure 1. Detail of in-cabin setup is shown in Figure 1(a). Different types of road (R) and weather conditions (W) have been tested and output of OpenFace on a sample shot from in-cabin analysis are shown.

Figure 1. System Setup and Different Conditions
Table 1 depicts the overall data that was collected in each condition. Both facial and road videos have been analyzed to be cleaned for cases that the driver was not driving or the camera was not in a correct angle.

<table>
<thead>
<tr>
<th>Participant</th>
<th>City</th>
<th>Country</th>
<th>2-lanes on each side</th>
<th>3-lanes on each side</th>
<th>Weather Type (min)</th>
<th>Passenger (min)</th>
<th>Overall (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Clear</td>
<td>Cloudy</td>
<td>Rainy</td>
</tr>
<tr>
<td>1</td>
<td>503</td>
<td>35</td>
<td>255</td>
<td>10</td>
<td>254</td>
<td>488</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>167</td>
<td>80</td>
<td>168</td>
<td>574</td>
<td>546</td>
<td>380</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>187</td>
<td>55</td>
<td>52</td>
<td>8</td>
<td>195</td>
<td>31</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>428</td>
<td>25</td>
<td>542</td>
<td>157</td>
<td>430</td>
<td>596</td>
<td>125</td>
</tr>
<tr>
<td>5</td>
<td>193</td>
<td>8</td>
<td>5</td>
<td>0</td>
<td>19</td>
<td>166</td>
<td>22</td>
</tr>
<tr>
<td>6</td>
<td>457</td>
<td>166</td>
<td>240</td>
<td>171</td>
<td>87</td>
<td>890</td>
<td>57</td>
</tr>
</tbody>
</table>

The cleaned facial videos have been fed into OpenFace (Baltrusaitis, 2018), a state-of-the-art open-source software for analyzing the facial action units, gaze direction and landmarks location. By feeding the facial videos of each participant into the OpenFace, as shown in Figure 2, the landmark for head and gaze direction angle have been retrieved. As a summary, facial landmarks are locations in the face that are of interest for recent computer vision applications in facial detection, facial emotional analysis, and etc. Gaze angle direction shows the angle that the person is looking at in both horizontal (X-direction) and vertical (Y-direction) axis. OpenFace gaze angle output is negative in the X-direction if the participant is looking left to right, and similarly in the Y-direction if the participant is looking up to down. This output has been saved for each frame of the video in a CSV file associated with the video files. For videos that include a passenger, the videos have been fed into OpenFace for multi-face landmark detection module which takes into consideration multiple faces with multiple IDs associated with them. After processing the videos by OpenFace, CSV outputs of each video have gone through a cleaning process. In the cleaning process, data with a confidence level below 85% have been ignored. It should be noted that having low confidence level in facial analysis can occur due to lighting conditions, camera movements, etc.

In general, for a large batch of collected video data, frames with low confidence level are negligible compared to the overall number of frames with high (>85%) confidence level. For videos involving a passenger, the outputs of passenger and driver have been separated using the fact that the driver’s head landmark lies on the right hand side of the frame implying that the location of the head
landmarks of the driver in pixel format should be more than half of the width of the frame. In this case, the width of the frame is 1920 pixels as the videos were recorded at full HD (High Definition), 1080×1920, 30 fps (frame per second). For each facial video, the standard deviation value of gaze angle direction and head location in X and Y-directions and head location have been calculated. It should be noted that head location has been estimated using the facial landmark of the bottom of the chin of the face of the participant.

Figure 2. OpenFace Data; (a) Gaze and Eye Landmark; (b) Face Landmark Locations in 2D and 3D

![OpenFace Data](image-url)
5. Results and Discussion

The mean and standard deviation values of gaze angle in the X- and Y-directions, as well as the standard deviation of head location as a measure of head movement in X- and Y-directions for different road types, weather conditions, passenger conditions, and different participants are depicted in Figure 2. Further inspection of the distribution of the data reveals that it does not follow the normality and homogeneity of variance assumptions. Therefore, the analysis for understanding the group differences has been achieved using the Wilcoxon signed-rank test (Wilcoxon et al., 1970). This test can be used for dependent samples that do not follow the normality assumption. As in each group, multiple comparisons were being performed, the family-wise error rate in each family of tests has been kept at 0.05. Holm–Bonferroni’s correction has been performed on all the p-values for the family-wise error rate control (Holm, 1979). Below, the effect of each environmental factor will be statistically discussed where significant p-values have been marked with a superscript asterisk (*). Table 2 depicts the results of all of the analyses that have been performed.

Overall, the results demonstrate that the presence of a passenger significantly changes both the mean and standard deviation of gaze in the X-direction (p-values of 2.2e-16 and 7.623e-11 respectively) resulting in an increase in the absolute mean value of gaze and the standard deviation. Recall, that a more negative value in the X-direction shows that the driver is looking more toward the right, where the passenger is seated. The presence of a passenger also affects the movements of the driver’s head in the X-direction (p-value of 0.0006). This depicts that on average, not only does the driver look more towards the passenger, the variations in his/her gaze increases. Essentially, the driver moves his/her head to the sides more often when at least one passenger is in the car. This can significantly lead to distraction in driving scenarios considering that there are effective times that the driver is actually not looking at the road.
Figure 3. Overall Graphs Depicting the Distribution and Variations on Groups of Passengers, Weather, Road Type, and Participant Differences with Regards to Mean and Standard Deviation of Gaze Angle in X And Y Directions, and Standard Deviation of Head Movement in X and Y Directions.
The effects of weather conditions have been considered for the standard deviation of gaze direction and head movements in both the X- and Y-directions. The results depict a significant difference when comparing clear weather to cloudy and rainy conditions. However, the data does not suggest a significant difference between the cloudy and rainy conditions for gaze in the X-direction. The analysis shows the p-values of 1.1E-06*, 3.2E-04*, and 3.9E-1 for pairwise comparison of clear versus cloudy, clear versus rainy, and cloudy versus rainy conditions, respectively. However, when considering the gaze in the Y-direction, the results are significantly different for all three weather conditions. The analysis shows p-values of 3.0E-03*, 3.0E-04*, and 1.6E-04* for pairwise comparison clear versus cloudy, clear versus rainy, and cloudy versus rainy conditions, respectively. This may imply that when considering the effect of weather on gaze direction, the Y-direction may serve as a better metric for grouping the gaze behavior. More data is needed to confirm this observation. The effect of weather on head location in X and Y directions follows the same trend as the gaze direction. The analysis shows p-values of 1.2E-09*, 1.2E-08*, and 3.2E-02* for pairwise comparison of clear versus cloudy, clear versus rainy, and cloudy versus rainy conditions, respectively in the X-direction, and p-values of 1.0E-04*, 3.8E-06*, and 2.2E-03* for pairwise comparison of clear versus cloudy, clear versus rainy, and cloudy versus rainy conditions respectively, in the Y-direction. This indeed suggests that not only do weather conditions affect a driver’s gaze, the effects vary in the X and Y-directions. The change in gaze direction and head movement due to weather can be due to the fact that clear weather generally has an uncomfortable glare induced on the window that might lead to variation in gaze and head movement for the driver. In addition, the fact that head location and gaze follow the same trend implies that the driver is even using his/her head to reach a comfortable zone of scanning the road in different road conditions.
Table 2. Results of Multiple Comparisons Analysis—Holm-Bonferonni P-Value Adjustment has been Applied.

<table>
<thead>
<tr>
<th>Effect Family</th>
<th>Comparison</th>
<th>P-Value</th>
<th>Adjusted p-value for using the family error rate</th>
<th>Significant at 0.05 level of familywise error rate?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passenger - mean of gaze - x</td>
<td>Effect of passenger on mean of gaze in x-direction</td>
<td>2.2E-16</td>
<td>2E-16</td>
<td>YES</td>
</tr>
<tr>
<td>Passenger - SD of gaze - x</td>
<td>Effect of passenger on standard deviation of gaze in x-direction</td>
<td>7.6E-11</td>
<td>8E-11</td>
<td>YES</td>
</tr>
<tr>
<td>Passenger - mean of gaze - y</td>
<td>Effect of passenger on mean of gaze in y-direction</td>
<td>2.5E-08</td>
<td>3E-08</td>
<td>YES</td>
</tr>
<tr>
<td>Passenger - SD of gaze - y</td>
<td>Effect of passenger on standard deviation of gaze in y-direction</td>
<td>7.7E-01</td>
<td>8E-01</td>
<td>NO</td>
</tr>
<tr>
<td>Passenger - SD of head - x</td>
<td>Effect of passenger on Standard deviation of head in x-direction</td>
<td>5.7E-04</td>
<td>6E-04</td>
<td>YES</td>
</tr>
<tr>
<td>Passenger - SD of head - y</td>
<td>Effect of passenger on Standard deviation of head in y-direction</td>
<td>8.8E-01</td>
<td>9E-01</td>
<td>NO</td>
</tr>
<tr>
<td>Weather - SD - gaze - x</td>
<td>Comparison of weather 0 and 1 on standard deviation of gaze direction in x</td>
<td>1.1E-06</td>
<td>3E-06</td>
<td>YES</td>
</tr>
<tr>
<td>Weather - SD - gaze - y</td>
<td>Comparison of weather 0 and 1 on standard deviation of gaze direction in y</td>
<td>3.0E-03</td>
<td>6E-03</td>
<td>YES</td>
</tr>
<tr>
<td>Weather - SD of head - x</td>
<td>Comparison of weather 0 and 1 on standard deviation of head direction in x</td>
<td>1.6E-02</td>
<td>2E-02</td>
<td>YES</td>
</tr>
<tr>
<td>Weather - SD of head - y</td>
<td>Comparison of weather 0 and 1 on standard deviation of head direction in y</td>
<td>8.8E-03</td>
<td>9E-03</td>
<td>YES</td>
</tr>
<tr>
<td>Road - SD - gaze - x</td>
<td>Comparison of road 0 and 1 on standard deviation of gaze in x direction</td>
<td>5.0E-04</td>
<td>1E-03</td>
<td>YES</td>
</tr>
<tr>
<td>Road - SD - gaze - y</td>
<td>Comparison of road 0 and 1 on standard deviation of gaze in y direction</td>
<td>1.4E-02</td>
<td>1E-02</td>
<td>YES</td>
</tr>
<tr>
<td>Road - SD of head - x</td>
<td>Comparison of road 0 and 1 on standard deviation of head in x</td>
<td>7.6E-01</td>
<td>8E-01</td>
<td>NO</td>
</tr>
<tr>
<td>Road - SD of head - y</td>
<td>Comparison of road 0 and 1 on standard deviation of head in y</td>
<td>1.6E-02</td>
<td>1E-02</td>
<td>YES</td>
</tr>
</tbody>
</table>

Different road types significantly change the standard deviation of gaze direction in the X-direction. The results suggest that all four different road types are in fact different in a pairwise comparison of the standard deviation of gaze direction in the X-direction. The analysis shows p-values of 5.0E-04, 2.2E-16, 2.2E-16, 5.8E-03, 4.6E-12, 8.7e-13 for pairwise comparison of groups city versus country, city versus two lanes highway, city versus three or more lanes highways, country versus two lanes highways, two lanes highway versus three or more lanes highway, respectively with respect to gaze in the X-direction. Inspecting variation in the standard deviation of gaze in the X-direction reveals that on average the standard deviation decreases from city streets to highways.

Considering the head movements in the X-direction, road types 0 and 1 (city streets versus country roads) are not significantly different, while both of them are different than all other road types. Altogether, the results suggest that two-way two-lane highways and two-way three-lane highways
demonstrate different variations with respect to head location in the X-direction. Together, aforementioned points mean that an average driver is more distracted in the city compared to highways, with his/her gaze and head movements correspondingly influenced in differing manner, due to different road conditions, differing landscapes and varying objects of distraction such as pedestrians, billboards, vegetation, etc. Although this difference is intuitively visible by looking at the sides (gaze and head movements in the X-direction), inspecting the gaze and head movement in the Y-direction reveals approximately the same results (see Table 1).

Considering the interaction between different factors, Figure 4(a) shows the standard deviation of gaze in different weather conditions in the presence or absence of a passenger. While clear weather presents significantly different gaze behavior in the X-direction compared to cloudy and rainy conditions (Std of gaze: clear<cloudy<rainy), the presence of a passenger changes the trend. Figure 3(a) depicts that when a passenger is present, cloudy weather has the least gaze standard deviation whereas when no passenger is present, the case is totally flipped. In addition, analyzing the response of different people under changing weather conditions reveals the individual differences in reaction to different weather conditions. For instance, Figure 4(b) depicts the standard deviation of gaze in X-direction under varying weather conditions. As it is depicted on the graph, two of the participants (#4 and #5) stay more focused when being in a rainy condition, whereas the other three react more distracted in a rainy condition. Thus, there is a participant factor that must be recognized.

Figure 4. (a) Interaction between Different Weather Conditions and Passenger Situation; (b) Interaction between Individual Differences and Weather Conditions (Right). Note that the trend of the standard deviation of gaze is different when a passenger exists compared to when the driver is alone.

Analyzing the data under different road conditions for the standard deviation of gaze in the X-direction, also reveals that there are two different trends in how people react in different road conditions. As Figure 5(a) depicts, participants #2 and #3 tend to be more distracted in highways,
whereas, participants #4 and #6 tend to be less distracted in highways. Inspecting the head movements reveals that for participants #2 and #3, potential distraction is related to their gaze direction only and not their head movements, meaning that on average they keep their head more towards the road while moving their gaze to scan the surrounding environment. Moreover, participant #6 is likely to be more distracted in country roads due to the scenic environment (Figure 5(b)).

Figure 5. (a) Interaction between individual differences and different road types with respect to standard deviation of gaze; (b) movements of the head in x-direction.

Note that at the time of analysis for the current paper, there was no data available from participant #5 in two-way three-lane highways.

Considering the sole effect of a passenger on standard deviation of gaze in the X-direction and its interplay with individual differences, we find that the standard deviation of gaze angle increases for 5 participants. However, Figure 6(a) depicts that out of six participants, one of them (participant #5) has less variation in gaze angle when a passenger is present. Although this could mean that this participant is more focused when a passenger is present, inspecting the mean value of gaze angle (Figure 6(b)) reveals that he/she is keeping his/her gaze more towards the passenger. This means that even if the driver is not moving his/her eyes significantly, he/she is, in fact, holding his/her gaze towards the passenger leading to a decrease for the variation in gaze. Further manual inspection of the videos reveals that this conclusion is in line with overall events in the videos of the participant.
This study considers the effect of different environmental factors on driver’s gaze and head movements in a fully naturalistic platform without any external interference. The first and most important outcome is the viability of detection of factors that have been previously discussed in experimental studies, in a fully naturalistic study. While individuals have differences in their gaze direction and head movements, on average the effect of environmental factors could be detected in each scenario. However, the results suggest that not only environmental factors affect the driver’s behavior, but there is an interplay between factors and individual differences. Thus, understanding the gaze of the driver requires an understanding of both environmental factors and individual characteristics that affect one’s gaze. In this study, we have only considered three such environmental factors. Other factors such as the presence of special vehicles (e.g., trucks), bikes, pedestrians, noise level, vegetation, number of passengers, destination, etc. need to be accounted for. As this was the first step towards such a study, the number of participants was lower than a regular experimental study. Having more participants might reveal more individual differences and preferences in different conditions.

Another fundamental consideration is the fusion effect of gaze angle and head movement. As has been shown in the results section, these two together can lead to a better understanding the driver’s actions at any given moment. For instance, although head movements may not demonstrate a special increase, the gaze might actually reveal that the driver is looking to the sides more often. Another example would be moving the gaze with the head which increases the standard deviation in head movement but does not have an effect on gaze direction. Studies in the past have also indicated that an interplay exists between gaze and head movement. Although Fridman et al. (2016) and Lee et al. (2016) suggest that the driver head can be used as a substitute for the gaze direction in situations where the gaze cannot be predicted (Fridman et al., 2016; Lee et al., 2016), Fridman et al. (2015) depict that adding eye pose on top of head pose in special situations where
the head does not move a lot helps increase the accuracy of predicting where the driver is looking at (Fridman et al., 2015).

Moreover, the interaction between environmental factors and individualized differences brings up the concept of personalizing the services that are currently being offered in a generalized fashion as in the case of routing services. Analyzing the gaze direction data reveals that participants are highly affected by environmental factors. Studies have shown that gaze dispersion is highly correlated to mental workload. In fact, a recent study demonstrated that horizontal gaze dispersion is more sensitive to a driver’s mental workload than a weighted average between horizontal and vertical gaze dispersion (Wang et al., 2014). Considering the results of this study, one implication is that to better optimize for factors such as the mental workload, distraction, environmental conditions, and individual differences need to be considered when performing services such as route selection. For instance, routing services are currently enacted based on the fastest route possible. However, with this information, the routing can be potentially optimized for keeping the driver's gaze on the road, based on weather, passenger condition, road type, etc. Furthermore, as such services have detailed information on traffic, weather, etc., it can potentially be transferred to other drivers. A simple example considers a driver whose attention is affected by trucks. When the routing service can estimate the number of trucks in a specific route, it can take that into consideration to offer a personalized route for the user that can minimize said distraction, fatigue, etc.

This study also demonstrates that by using open-source vision-based software, models can be built to detect different patterns in gaze and following distractions. Considering that this work’s analysis has been done by open-source software available for nearly every operating system, the value of such analysis can be done in one’s car and help to build driving monitoring systems that can be implemented in real-time. This is extremely important when discussing AVs, as such vehicles, currently rely on the human in the event of failure. A proper understanding of the state of the driver can lead to better collaboration, trust, and outcome of using such semi-autonomous human-in-the-loop systems. In order for autonomous vehicles to have a better interaction with the driver, they need to first have an understanding of the driver’s current state, the factors that affect it, and the ability to make short-term future predictions. Consider a semi-AV that is entering a school zone on a rainy day and that relies on the human for the event of failure. Meanwhile, the driver is distracted, with data for that specific driver displaying his/her lack of concentration during rainy conditions. This can lead to a suggestion by the car to not take the route that passes through the school zone. Such a collaborative environment can heighten the trust between the driver and the semi-AV.
6. Conclusion and Future Work

In this study, the effect of environmental factors on drivers’ gaze and head movement behavior have been discussed under a fully naturalistic driving scenario. A platform has been designed to collect videos from the road and in-cabin situations. Videos were analyzed using OpenFace to retrieve the gaze direction. Road videos were annotated to be in one of clear, cloudy, and rainy condition, as well as city, country road, two-way two-lane highways, and two-way three-lane highways. Results suggest that the driver’s gaze and head movements are highly affected by the combination of environmental factors as well as individual differences. The next steps in this study are: (1) gather more participants with a diverse demographic background to provide for data diversity, and variation in conditions (for instance taking into account snowy weather); (2) perform personality tests on each participant to build a metric for differences between individual choices that can lead to a better prediction in building models; (3) use questionnaires to assess the individual’s understanding of their driving behavior and confirm it; (4) building models using machine learning applications to predict gaze direction that considers both environmental conditions and individual differences; and (5) feed those models into embedded systems, perform analysis in real-time using such systems, and design driver monitoring systems that work in real-time and consider environmental factors as well as individual preferences and differences.
# Abbreviations and Acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV</td>
<td>Autonomous Vehicle</td>
</tr>
<tr>
<td>CLNF</td>
<td>Conditional Neural Fields</td>
</tr>
<tr>
<td>CAN</td>
<td>Controller Area Network</td>
</tr>
<tr>
<td>HD</td>
<td>High Definition</td>
</tr>
<tr>
<td>HOG</td>
<td>Histogram of Oriented Gradients</td>
</tr>
<tr>
<td>HR</td>
<td>Heart Rate</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>NN</td>
<td>Nearest Neighbor</td>
</tr>
<tr>
<td>RDD</td>
<td>Random Digit Dialing</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
</tbody>
</table>
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